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Algorithmic bias isn’t just unfair — it's bad for
business
If it’s not deployed wisely, artificial intelligence can turn consumers off.

‘—-.-

By Kalinda Ukanwa Updated May 23, 2021,3:00 a.m. Yodrube sued for us‘ng AI io racia"y proﬂle
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_ |Data science during COVID-19: Some reassembly

: content creators

They claim YouTube's algorithms discriminate against black users

required

Most likely, the assumptions behind your data science model or the patterns in
your data did not survive the coronavirus pandemic. Here's how to address the
challenges of model drift

P0O18 / 4:04 PM / UPDATED 2 YEARS AGO

Amazon scraps secret Al recruiting tool that
showed bias against women

The $300m flip flop: how real-estate
site Zillow's side hustle went badly
wrong

The Washington Post

Democracy Dies in Darkness

ple Card algorithm sparks gender bias
allegations against Goldman Sachs




Putting AI Governance In perspective

*Business glossary
- Policy management

- Metadata management

»Data lineage
« Classification

«Reference data
management
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Data Governance

«Capture model metadata
»Accuracy, drift, bias
monitoring

- Explainability

=Risk dashboards
=Regulatory compliance

-Data wrangling

» Mix-and-match
coding, automated
and visual model

bwlc.jl.ng - «Risk management
«Decision Optimization «Issue / alert

= Dashboards management
«Jobs

«Online/batch

deployment

Pipelines, CI/CD, APIs AT Governance

IBM Cloud Pak for Data

Human Oversight

= Avoid undermining
human autonomy

«Cost model integrating
decision costs
«Performance Confidence
intervals

»Optimized decisions
allocation thresholds

= Decisions allocation gain
estimates



Regulation and reputation are the driving factors
behind AI governance

[ . E AN
engadget BlackRock shelves unexplainable Al
- - 2 UK police fail to use facial recognition liquidity models

Liability Rules for Artificial Intelligence

Risk USA: Neural nets beat other models in tests, but results could not

ethically and legally, study finds be explaned
Shaping Europe’s digital future MGEM ﬁ Steve Dent

October 31, 2022, 9:20 am

\WUIRE
Home > Library > WEW YORK Tingg 5 / /
MES BEsTsEL en
Vv Topies v Governmentactivity | Q Proposal for a Regulation laying down harmonised rules on \

The European approach to artificial intelligence (Al) will help build a

resilient Europe for the Digital Decade where people and businesses can
enjoy the benefits of Al

artificial intelligence

—— — WEAPﬂNs 0F

> Establishinga preinnovation approach to regulating Al M A TH DES]’

& ko L B 4
Department for Department for Offce for Arificial POLICY AND LEGISLATION | Publication 21 April 2021 { Netherlands = RUC”UN
Business, Energy Digital, Culure, Intelligence » Court of Audit 52

& Industrial Strategy | Media & Sport
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Proposal or a Regulation laying -2 -

- e =
: down harmonised rules on - >(.
Policy paper g = . . An Audit of 9 Algorithms used by the Dutch oW 818 0uTA 1ncneagy
Establishing a pro.innovation artificial Intelllgence Government r Ay

AXEITN AL iis n e ganans
1 Responsible use of algorithms by government agencies is £ )
approaCh to regu"atmg Al possible but not always the case in practice. The 7 BA ”” ﬂ NE”. N
Netherlands Court of Audit found that 3 out of 9 algorithms
it audited met all the basic requirements, but
whs: from
inadequate control over the algorithnr's performance and
impact to bias, data leaks and unauthorised access.

Updated 20 July 2022
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Amazon scraps secret Al recruiting tool that

Nearly all (97%) respondents believe that regulation will impact showed bias against women
them to some extent and 95% believe that at least part of their
business will be affected by the EU regulations specifically. “Fewer than 20% of executives strongly agree that
25% have yet to establish any meaningful Responsible Al their organizations’ practices and actions on AI ethics
capabilities. match (or exceed) their stated principles and values.”

Accenture - From AI compliance to competitive advantage, 2022 1BM and Oxford Economics ~ A ethics in action, 2021



Al Governance solution

IBM solution is built on 3 pillars to
meet clients on their maturity curve

Monitor, catalog, and govern AI models
from anywhere, throughout the Al
lifecycle

Lifecycle governance

Manage risk and compliance to business
standards, through automated facts and
workflow management

Risk management

. Ensure clients adhere to
Regulatory compliance external Al regulations for
audit and compliance
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IBM’s differentiation

Comprehensive: only vendor to support
all three layers of Al governance

Automated: automated facts collection
and lineage tracking within python notebooks

Open: Al vendor-neutral, supports governance
of models built and deployed in third party tools

Unified: unified cataloging for models & data
and unified notions of data quality for AT and reporting

Regulations-driven: support for Al regulations natively

Active policy enforcement: support for policies and
rules to automate regulatory compliance



In practice, this means that...

Business stakeholders need to ...

(C-Suite, CPO/CRO, Business Owner)

v Define new responsibilities, policies,
guidelines and processes based on
Al principles & enterprise values

v Establish organizational structures

v Understand regulation and translate
tobusiness & technical requirements

v Raise awareness and train leaders
and practitioners

v Assess maturity, risk level and
conformity

v Oversee, manage and mitigate risks

v Design architecture, pipelines and
governance rules for trust and scale
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NLO

Technical stakeholders need to ...
(Data Scientist, Ops Lead, Risk Manager)

v Adhere to data governance rules
v Keep track of security risks

v Document every new and updated
model

v Find and fix direct and indirect bias
ineach data set and model

v Find and fix model accuracy drift &
data consistency drift in each model

v Explain model decisions as requested

v Find and fix adversarial attacks on
your data and models

v Complete all model review process
activities




Which is easier said than done

Common challenges _ﬁ Optimization approach (9 )

Sl (EOUEMIEIES GUED [EEUITES (B G Automate the governance activities

X manual work; amplified by changes — s e e pesslble

in data and model versions.

Companies have models in multiple tools, Consolidate in one governance

applications and platform, developed — C??{? . -
e and cusi e erermE platform for consistency and efficiency.

5

It’s not a one-size-fits-all approach. — @@ Configure to your specific situation.

Current practices and tools not optimized «—— ) )
for AT governance — N Enhance or replace suboptimal tooling.

0
0
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Putting AI Governance to work

A typical customer context

AI Governance
functions

OpenPages
MRG Governance control

Build and validate models

Watson

Knowledge Model metadata
Catalog

Deploy models

Watson

OpenScale Monitor and explain

Al Fact

Sheets Centralized facts
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Line of business A

Watson Studio

Watson Studio

Line of business B

AI Governance solution

DataRobot

AI Governance solution

DataRobot

AI Governance solution

AI Governance solution

Line of business C

In-house solution

In-house solution



Technology View — Al Governance
Cloud Pak for Data components in scope for Trusted Al

|__________|
v
3

| N
Business friendly validation and
PD| . .
Model Risk Governance monitoring  reports

. \
Risk Manager, Model @ Alerts & notification
Validators, Model Owners

,j;:ﬁ Organize, Govern data

and models for Al
/@\ Data Engineer, CDO office

%p) Watson Knowledge
3 Catalog OpenPages
2
2% 4 1 4
32 L I 8§ I
. s8 Vg - I
To g% o % §% S
g3 Ssel 1%e S 11 s
33 385 I5s 38 S
8§ 55053 S T8 Run Al
Build Al v LN BN st | Ig3s un
ienti ° R T <3 Nl App Developer, ML
Data Scientist ) . 1] 1] Watson Machine PP per,
Watson Studio or 3" Deploy approved mod _ . engineer
ﬁ arty tool MT i I > Learn|ng / AWS /
| £ pary I Azure/ Custom
7Y | 1
i Monitor Al usages
Test, Validate and approve for * * I Ongoing monitoring of
business risk in models before deployed models for Process owners
deployment o scal compliance and business
penscale r

Monitor Al everywhere
; Y. ; 1 @ Al Decision
ML Engineer, Data Scientist <

2<% Coordination
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Bias
detection

Continuous calculation of
model fairness

— Analyze deployed
model
predictions for bias

— Collect and aggregate
bias
data for dashboards
and alerts

— Find non-feature data
correlations

— Use a corrected model
for
“de-biased”
predictions
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Ensuring fairness in model

scoring

Dashboard / hiring - random forest / Fairness

Fairness
Monitored attribute Data Set @
Ethnicity v Balanced

Fairness score Favorable outcomes
47% YES

indirect bias

(® View percentage () View count

% FAVORABLE OUTCOMES

Date and Time

v 4/27/2021 (=) 12:45AM v

View payload transactions

How the fairness score was determined (balanced data set)

The monitored group minority received favorable outcomes 7.0% of the
time. The perfect equality is 15.0%. The fairness score for Ethnicity is
46.7% (7.0/15.0). View calculation

x

_.*_
Ethnicity
A minority

Favorable outcomes
7% A
Bias

5%

minority non-minority
Monitored Reference
Ethnicity

@ Monitored group @ Reference group = Perfectequality @ = Acceptable fairness @

Indirect bias: proxy features for Ethnicity

v InterviewScore

Correlation strength ©

0.29



M Od o [ Understand model
EXplalnab|l|ty outcomes

Explain Inspect

Transaction Received on Deployed model Language

e5a5ee83ce3c1b521486b447211d5¢d3-1  Jul07,2021,5:21:59 AMEDT  Mortgage Default - Production  Production

Explain model
Predicted outcome 7 How this prediction was determined

p red I Ct I O n S DENIED The Mortgage Default - Production model has 94.00% confidence that the outcome of this transaction would be DENIED. The top
three features influencing the model's predicted outcome are Location, Income, and SalePrice. The top three features AppliedOnline,

Yrs_at_Current_Address, and Creditcard_Debt are influencing the model toward a predicted outcome of APPROVED.
Confidence level

— Show the most 94.00%
i nflu e ntlal feat ures Features influencing this predi

For this transaction, each feature in the model has been assigned a percentage of relative weight indicating how strongly the feature has influenced the model’s predicted outcome. A negative
relative weight percentage indicates the feature influenced the model towards a different predicted outcome.

ion

— Explain in natural

Other features
Positive
Influence
anguage
30% Explain Inspect
:’; 20% Reaching a different predicted outcome
. . . g
p re d | Ct | O n eX p la n at | O n S H For the model to have predicted a different outcome for this transaction, the value of all listed features would need to change to the indicated minimum value. Note that changing a feature value
E . by more than the minimum value may affect the minimum change of other features for the model to predict a different outcome. Higher feature importance numbers indicate a greater likelihood
E  10%q 8.9% 8.9% of changing the prediction.
] 5.5%
&
- -
0%
H 1 - I & Feature s Newvalue —
What-if analysis , ;
-10% Location 1120 1120 v L100 1.00
E . t .th l_ Income 50445 50445 50445 0.00
p AppliedOnline NO NO v NO 0.00
-30%+ - E B - . Residence Public Housing Public Housing v Public Housing 0.00
— Assess effects o Boion | ome | miewe  numersiee. e ool
FEATURE
h t 'I: t Yrs_at_Current_Address 10 10 10 0.00
g Yrs_with_Current_Employer 8 8 8 0.00
Number_of_Cards 1 1 1 0.00
Creditcard_Debt 237 237 237 0.00
Loans 1 1
Predicted outcome  Confidence Predicted outcome  Confidence
DENIED 94.00% DENIED 94.00%
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Drift
detection

Measure the degree to
which a model has
moved away from reality

— Drop in accuracy -
reality has changed, as
shown by the scoring
data

— Drop in consistency —
reality is the same, the
events vary

Drift monitoring and
alerts

— Degradation of model
performance can
trigger retraining and
redeployment
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Handle changing scenarios

Hourly

Customrange v 12/15/2021 B 12/15/2021 B

Drop in accuracy

-4%

~
S
®

@
N
®

100%

*************************************************************************************************************************************

Time [12/15/21-12/15/21]

Il Dropinaccuracy ®

3.42%

W Threshold 10%

Margin of error ~ -1.08% - 7.92%

I Dropin data consistency @

8.89%

Supporting metrics @

Base accuracy 82.6%
Estimated accuracy 76.58%
Schedule

Last evaluation 2:01 PMEST
Next evaluation 5:01 PM EST

Evaluate drift now



Manage risk
across the

e n.t e rp I’I S e . @ | B Models MOD.0000O.. | Workllows %2 MRMWorldl. 22 ModelCandi. | £ Workflown..
Open Pages

M RM Workflow P“ub‘!wshcd ‘ :

L + = 38 @ @ @ Workflow Properties

General

M

— 4 Capture Model Model Candidacy
: " — acy o
start Detail Validation Data Sourcing

— Consistent holistic 0 e
views of risk and 1 B .
compliance

Developed N
dation +——  Model ~ +—s _ Model 4 Sourc
Verification erificatior

Edit

— Drive GRC adoption e o — e bt

— Embedded self- End  +—Decommissi.. ~4— Decommission
service reporting,
analytics,
and dashboarding
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How to get started?
Launch a pilot project on AI Governance

INNOVATE PREPARE CO-CREATE TRANSITION

in 4-10 hours in 1-5 days in 2-4 weeks

4

Roadmap for Adoption

= = c X X @

= = 2 & & =,

5 E= Define Team e = = = Expert Labs

r—1 @

= £ = & T =

= = Data/ Model i Knowledge Transfer
“IBM shares and aligns “IBM prepares, plans, “IBM builds, validates, and “IBM understands how
on the AI Governance and commits to be improves the AT Governance to get on a path to

solution ready to rapidly prove approach over a series of sprints scale.”
to prove value" Al Governance and playbacks.”

approach.”

(c) 2023 IBM Corporation



Recently announced at IBM Think 2023

Put AI to work with watsonx
Scale and accelerate the impact of AI with trusted data.

Leverage foundation models to automate data
search, discovery, and linking in watsonx.data

| !

watsonx.ai watsonx.data watsonx.governance

Train, validate, tune Scale AI workloads, for Enable responsible, transparent and
and deploy Al all your data, anywhere explainable data and AI workflows
models

t

Leverage governed enterprise data in watsonx.data
to seamlessly train or fine-tune foundation models

Enable fine-tuned models to be managed through market
leading governance and lifecycle management capabilities
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